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Abstract—Magnetic Random Access Memory (MRAM) is a
very promising emerging memory technology because of its var-
ious advantages such as non-volatility, high density and scala-
bility. In particular, Spin Orbit Torque (SOT) MRAM is gain-
ing interest as it comes along with all the benefits of its pre-
decessor Spin Transfer Torque (STT) MRAM, but is supposed
to eliminate some of its shortcomings. Especially the split of
read and write paths in SOT-MRAM promises faster access times
and lower energy consumption compared to STT-MRAM. In this
work, we provide a very detailed analysis of SOT-MRAM at both
circuit- and architecture-level. We present a detailed evaluation
of performance and energy related parameters and compare the
novel SOT-MRAM with several other memory technologies. Our
architecture-level analysis shows that with a hybrid-combination
of SRAM for the L1-cache and SOT-MRAM for the L2-cache the
energy consumption can be reduced by 63 % in average while the
performance can be increased by 1 %. In addition, the memory
area is 43 % lower compared to an SRAM-only configuration.

I. INTRODUCTION

As the continuous downscaling of CMOS technology be-
comes more and more challenging, there has been a great deal
of efforts to find feasible alternatives. For random access mem-
ory (RAM), nano-magnetic storage devices (MRAM) are very
promising candidates to replace the traditional CMOS-based
memory solutions. Especially the non-volatility of MRAM is
a major advantage, which minimizes static power consump-
tion and paves the way towards normally-off/instant-on com-
puting. In particular, MRAM based on Magnetic Tunnel Junc-
tion1 (MTJ) [26,27] storage devices is one of the most interest-
ing candidates as identified by the ITRS [12]. Among these
memory technologies, Spin Transfer Torque MRAM (STT-
MRAM) [1] gains a lot of attention as it is non-volatile, scalable,
and has a low read access time [4, 10, 27]. In addition, due to
the high resistance of the MTJ storage elements, STT-MRAM
is compatible with the CMOS process. Furthermore, the mag-
netization of the storage layer, and hence the stored data, can
be switched without requiring an external magnetic field. In-
stead, a spin polarized current flowing through the MTJ device
is employed.

Despite all these advantages, STT-MRAM also faces vari-
ous challenges. First, although the write current is much lower
than in many other MRAM technologies [10], it is still very
high, leading to a high energy consumption (10x more energy

1memory component consisting of the two magnetic layers and a barrier
oxide in between storing a logic value in form of a resistance state (see Fig 1)

per write operation than SRAM) [6, 24]. In addition, the high
current through the MTJ imposes a severe stress for the mem-
ory cell. As a result, it leads to a time dependent degradation
of the MTJ performance parameters such as tunneling magneto
resistance, write current, and write latency. Moreover, also the
lifetime is reduced, as the MTJ oxide is threatened by time de-
pendent dielectric breakdown [20,28]. Second, beside the high
write current, also the write path itself is a challenge. In STT-
MRAM, the read and write operations share the same access
path (through the junction) which can impair the reliability, i.e.
a read operation can by mistake lead to a bit flip (magnetization
of the storage layer is switched). Third, the long write latencies
usually prohibit the use of STT-MRAM in first level caches [4].

To mitigate these issues, Spin Orbit Torque MRAM (SOT-
MRAM) has been recently proposed [7, 13, 18]. SOT-MRAM
uses a three terminal MTJ-based concept to isolate the read and
the write path compared to the two terminal concept of STT-
MRAM. As a result, in SOT-MRAM the read and the write path
are perpendicular to each other which significantly improves
the read stability [13]. Moreover, the write current is much
lower and also the write access is supposed to be much faster,
as the write path can now be optimized independently.

In this paper, we provide a detailed circuit- and architecture-
level analysis of the SOT-MRAM in both memory array design
and its implications for a hybrid memory hierarchy in an ad-
vanced computing system. As we will show, the read and write
latencies of SOT-MRAM are comparable to those of SRAM.
In addition, SOT-MRAM offers a much higher density, lower
energy consumption, is radiation immune and non-volatile. All
of these aspects make SOT-MRAM a viable candidate for on-
chip memory, not only for the last-level cache, but also for
lower levels of cache to replace SRAM. To illustrate these
benefits, we perform both circuit-level and architecture-level
evaluations in which we compare SOT-MRAM with SRAM
and STT-MRAM as L1- and L2-cache memory. This analysis
shows that a hybrid-combination of SRAM for the L1-cache
and SOT-MRAM for the L2-cache can reduce the energy con-
sumption 63 % in average, while it even increases the perfor-
mance slightly by 1 %. In addition, the area occupied by the
memory units is 43 % lower compared to an SRAM-only solu-
tion. Even more energy savings are possible, if SOT-MRAM is
used in both cache levels. However, this incurs a small perfor-
mance penalty (up to 2 %).

The rest of this paper is organized as follows. In Section II,
the basics of SOT-MRAM are introduced. Section III explains
the details of the memory architecture using SOT-MRAM and
the resulting memory characteristics such as access latencies,
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energy consumption and density. Furthermore, the extracted
data is compared with various other memory technologies. In
addition, this information is used in Section IV to analyze the
advantages and disadvantages of SOT-MRAM as a possible re-
placement of SRAM inside a classical memory hierarchy. Fi-
nally, Section V concludes the paper.

II. BACKGROUND

A. Magnetic Tunnel Junction Device

The storage devices in Spin Orbit Torque memories are Mag-
netic Tunnel Junction (MTJ) cells in which data is stored as a
resistance state value. An MTJ device, as shown in Figure 1,
consists of two independent ferromagnetic layers (e.g. CoFeB)
separated by a very thin (≈ 1 nm) barrier oxide layer such as
magnesium oxide (MgO) [13]. One of the two ferromagnetic
layers has a fixed magnetization, i.e. the orientation of its mag-
netic field is fixed. Hence, this layer is known as fixed or refer-
ence layer. In contrast, in the second magnetic layer the mag-
netization can be freely rotated based on the direction of the
current (i.e. spin of the electric particles) flowing through the
MTJ device. Therefore, this layer is referred to as free layer.

When the direction of the magnetic field of the free layer
is parallel (P) to the fixed layer, i.e. the magnetic field ori-
entations in both layers are the same, the MTJ cell has a low
resistance value. On contrary, when the magnetization of the
free layer is opposite or anti-parallel (AP) to the fixed layer,
the MTJ cell has a high resistance value. This high and low
resistance values are used to represent logic ’1’ and ’0’ values.

B. SOT-MRAM Structure

The MTJ cell is the core part of a bit-cell in SOT-based mem-
ories as well as in STT-MRAM as shown in Figure 2. How-
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Fig. 2. Comparison of a standard bit-cell for STT-MRAM and SOT-MRAM

ever, to eliminate the shortcomings of STT-MRAM, the SOT-
MRAM bit-cell has an additional terminal to separate the (uni-
directional) read and the (bidirectional) write path which are
perpendicular to each other. The terminals comprise a read
line, a write line, a source line and a word line. The word line
is used to access the required bit-cell during memory accesses
via the NMOS-based access transistor. If such an access is a
read operation, the source line is connected to the ground and
the read line is used to measure the MTJ resistance by sensing
the current flowing through the MTJ cell. During the write op-
eration the current flows between the source line and the write
line. In fact, The current direction is determined by the poten-
tials of the source line and the write line (i.e. the write path
is bidirectional). The current direction in turn affects the mag-
netization of the free layer and hence the value stored in the
bit cell. If the current flows from the source line to the write
line, the MTJ resistance will be low. To achieve a high MTJ re-
sistance, i.e. anti-parallel state, the current needs to flow from
write to source line (high potential for the write line). However,
the underlying physical relation between the current and the
magnetic field orientation is still under discussion. On the one
hand, the Rashba effect is said to be responsible for the current-
induced magnetization switch [7,19]. On the other hand, many
people explain this phenomenon with the Spin Hall Effect [18].
Due to this reason, some also refer to SOT-MRAM as “Gi-
ant Spin Hall Effect” MRAM. Nevertheless, in both cases the
spin-orbit-torque is responsible for the status of the free layer
magnetization, which is the origin of the name SOT-MRAM.

Since the read and write paths are independent of each other
in SOT-MRAM, they can be also optimized separately. This
is used to reduce the write current and write latency in SOT-
MRAM compared to STT-MRAM. As we will show later, this
is the reason why SOT-MRAM can achieve access times simi-
lar to SRAM, while STT-MRAM suffers from high write la-
tencies. In addition, also the asymmetry between read and
write operations can be significantly reduced, such that in
SOT-MRAM read and write operations have the same access
times, while in STT-MRAM a write access requires consider-
ably more time.

It can be inferred from Figure 2 that a bit-cell consists of two
different technologies, namely CMOS for the transistor and a
nano-magnetic technology for the MTJ device. Therefore, the
MTJ cells require additional layers in the layout and more pro-
cessing steps during the fabrication process.

III. CIRCUIT-LEVEL EVALUATION OF SOT-MRAM

A. Details of the SOT-MRAM Architecture

The architecture of an SOT-MRAM memory array is shown
in Figure 3. As it can be seen, similar to the SRAM memory
architecture, it has a decoder which is responsible for the acti-
vation of the word line indicated by the memory address. The
major difference with SRAM is in the write and read circuitry.
As mentioned in Section II, the SOT bit-cell is a four terminal
device which has different paths for write and read operations.
In case the write enable signal is inactive, a read operation is
performed by connecting the read line of the desired bit-cell to
a current sense amplifier. The current sensed on the read line is
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Fig. 3. Read and write operation using SOT-based bit-cell

compared with a reference value to distinguish the value stored
in the bit-cell.

For the write operation, the write enable signal has to be ac-
tivated. In fact, the write operation in SOT-MRAM is bidirec-
tional, i.e. the data stored in the bit-cell depends on the direc-
tion of the current which in-turn is determined by the input data
value. As a result, the write circuitry can be designed in such
a way that the high resistance state of the MTJ cell represents
either a logic ’1’ or a logic ’0’. For the write circuitry shown
in Figure 3, it is assumed that the anti-parallel state (high resis-
tance) represents a logical value of ’1’. When the write enable
signal is active and the input data has a logical value of ’1’, the
current flows from the write line to the source line in the MTJ
cell resulting in high resistance.

B. Comparison with other Memory Technologies

To investigate the SOT based memory architecture and com-
pare it with other memory technologies, we use a multi-level
approach. First, we analyze the behavior for a single bit-cell
only. Afterwards, this information is used to extract the data
for an entire memory array.

B.1 Circuit-Level Memory Evaluation Platform

For the bit-cell analysis of SOT-MRAM, we use the framework
proposed in [13] in combination with the TSMC 65 nm general
purpose library for the CMOS elements. For STT-MRAM we
apply the model from [8], which employs in-plane magnetiza-
tion, whereas the model for SOT-MRAM uses a perpendicu-
lar magnetic anisotropy. For both technologies, the magnetic
switching dynamics for the free layers are described by the
Landau-Lifshitz-Gilbert model [16].

The results of this analysis are summarized in Table I and un-
derline the benefits of SOT-MRAM over STT-MRAM. In SOT-
MRAM, the write access latency for a single bit-cell is similar
to that of a read operation. However, SOT-MRAM has the same
latency for the two possible write operations, i.e. write ’1’ (set)
and write ’0’ (reset), while there is a huge difference for STT-
MRAM. Hence, the significant asymmetry of STT-MRAM is
no longer an issue for SOT-MRAM. This is mainly due to the

SOT-MRAM STT-MRAM
Read Latency [ps] 221 226
Write Latency [ps] 266 10,500 (reset) / 3,700 (set)
Write Current [uA] 100 525 (reset) / 616 (set)
Read Energy [pJ] 1.8 1.8
Write Energy [pJ] 0.1 3.9 (reset) / 3.4 (set)

TABLE I
COMPARISON OF SOT-MRAM AND STT-MRAM FOR A SINGLE BIT-CELL

fact that the write path in SOT-MRAM can be optimized sepa-
rately as explained in Section II. Moreover, also the per-access
energy and the write current of SOT-MRAM is much lower.
Therefore, the access transistor of an SOT-MRAM bit-cell can
be designed much smaller. This in turn leads to a lower leakage
power for SOT-MRAM.

Based on the results obtained from a single bit-cell, we ex-
tracted the area, read and write latency, per access energy and
leakage power for a complete memory array using NVSim [5].
NVSim contains circuit-level performance, energy, and area
models for various non-volatile memory technologies such as
SRAM, PC-RAM, R-RAM, NAND-Flash and in particular
STT-MRAM. However, the standard models used in thus tool
for STT-MRAM do not consider its asynchronous write behav-
ior (set vs. reset). Therefore, we modified NVSim to sup-
port this effect. Beside these necessary modifications for STT-
MRAM, we adapt this model also for SOT-MRAM, which is
possible as both technologies are very related. Moreover, we
assume that the additional terminal of SOT-MRAM does not
affect the bit-cell footprint. Therefore, the actual area num-
bers for SOT-MRAM could be higher than those reported here.
For all memory technologies expect MRAM (i.e. SOT-MRAM
and STT-MRAM) the default parameters of NVSim, which are
based on the ITRS data, are applied for this study. For STT- and
SOT-MRAM we use the previously extracted bit-cell informa-
tion to feed the modified NVSim models as these are more ac-
curate than the data provided by NVSim for STT-MRAM. All
NVSim evaluations use the latency-optimized parameter set.

B.2 Comparison of SOT-MRAM with other Memory
Technologies

To compare various memory technologies, we use a 512 KByte
memory as a case study for which the results are summarized
in Table II. For NAND-Flash, we consider the size of one page
as 256 Byte and the write access energy number is reported per
page. Furthermore, we report only the worst-case write latency
and energy for all memories. As the results show, SOT-MRAM
is competitive with SRAM in terms of performance and is even
superior when it comes to energy consumption and cell density.
In addition, unlike SRAM, SOT-MRAM does not have scala-
bility limitations [1] and is also radiation immune. Although
PC-RAM and R-RAM are comparable to SOT-RAM in terms
of area and read latency, these memory technologies suffer sig-
nificantly from their high write latency and write energy [11].
NAND-Flash has the smallest area and leakage, however it has
problems with a high write energy, scalability and endurance.

Please note that for every memory technology different
ways of implementation are possible, e.g. low-power, high-
performance or high-density optimized versions. As a conse-
quence, also the absolute numbers presented in Table II would
change for other implementations. However, the major trends



6T-SRAM NAND-FLASH STT-MRAM SOT-MRAM PC-RAM R-RAM
[25] [17, 23] [15, 21] [7, 13, 18] [22, 29] [14]

Data Storage Latch Floating Gate Device Magnetization Magnetization Resistance Resistance
Non-Volatility no yes yes yes yes yes
Area [mm2] 2.78 0.17 1.63 1.51 0.31 0.66

Read Latency [ns] 2.17 565.365 1.2 1.13 0.55 1.15
Write Latency [ns] 2.07 2× 105 11.22 1.36 150.4 20.66

Read Access Energy [pJ] 587 3921 260 247 363.4 193
Write Access Energy [pJ] 355 6902 2337 334 63670 592

Leakage Power [mW] 932 77 387 254 153 115
Process CMOS Floating Gate Device CMOS + STT-MTJ CMOS + SOT-MTJ CMOS + GST2 CMOS + MIM3

Features (–) Scalability (-) Scalability (+) Scalability (+) Scalability (±) Scalability (+) Scalability
(based on ITRS [12]) (++) Endurance (–) Endurance (+) Endurance (+) Endurance (-) Endurance (-) Endurance

(-) Radiation (-) Radiation (+) Radiation (+) Radiation (+) Radiation (+) Radiation
vulnerable vulnerable immune immune immune immune

(-) Bit Failure Rate (-) Bit Failure Rate (-) Bit Failure Rate
(-) Retention

TABLE II
COMPARISON OF VARIOUS MEMORY TECHNOLOGIES FOR A 512 KBYTE MEMORY BASED ON THE FLOW FROM SECTION III.B.1

will remain the same. Therefore, the main purpose of this anal-
ysis, as summarized in Table II, is a comparative analysis of the
trends for several memory technologies and their usabilities for
the on-chip memory hierarchy, rather than the actual numbers.

B.3 SOT-MRAM Scaling for Various Memory Sizes

Beside the analysis for a single memory size of 512 KByte,
we also evaluated the most important memory parameters for
SRAM (6T), STT-MRAM and in particular SOT-MRAM for
various other memory sizes in the range between 16 KByte and
4 MByte using the same methodology as in the previous sub-
section. The results are summarized in Figure 4 as well as Fig-
ure 5 and are discussed in the following paragraphs. Please
note that the actual numbers can differ based on the particular
memory architecture, but the overall trends discussed here will
remain the same.

Area: The first interesting observation of our analysis is the
scaling behavior of the area occupied by the memory (Fig-
ure 4(a)). As it can be seen, for large memory capacities all
three memory technologies show the same trend, i.e. with du-
plicated memory capacity also the area increases by a factor of
almost 2. However, for sizes smaller than 512 KByte, the area

2GST: An alloy for Phase change material Ge2Sb2Te5
3MIM : Metal-Insulator-Metal component

of STT-MRAM and SOT-MRAM increases slower than the ca-
pacity. In contrast, SRAM still scales with the same trend. As
a result, SRAM offers better area usage for small memory ca-
pacities, while SOT-MRAM is superior for larger sizes (here
starting from 256 KByte).

To explain this phenomenon it is necessary to decompose
the memory area into the total bit-cell area and the area of the
periphery (i.e. write circuitry, decoder, sense amplifier). In
this regard, the bit-cells for SOT-MRAM and STT-MRAM are
much smaller than those for SRAM. In contrast the periphery
for MRAM is larger, due to the higher write current. Both as-
pects together lead to the fact that, in case of MRAM, the size
of the periphery dominates or is similar to the total bit-cell area
for memory capacities below 64 KByte. Furthermore, the size
of the periphery does not scale linearly with the memory capac-
ity, while the total bit-cell area does. Hence, for small memory
capacities, the scaling of SOT-MRAM and STT-MRAM is lim-
ited by the size of the memory periphery, while for SRAM the
total bit-cell area is the limiting factor and thus it scales better.

Please note that the actual area numbers for SOT-MRAM
could be higher than those reported here, since we assume that
the additional bit-cell terminal does not increase the bit-cell
footprint compared to STT-MRAM. In fact, the overhead due
to the additional terminal depends on various aspects, e.g. de-
sign rules and size of the access transistor. Therefore, as SOT-
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Fig. 5. Access energy and leakage scaling behavior for SRAM, STT-MRAM and SOT-MRAM for various memory sizes

MRAM is not yet in production, it is not possible to quantify
the additional area required due to the fourth terminal.

Access Latencies: Another interesting phenomenon can be
observed for the scaling behavior of the access latencies (see
Figure 4(b)). Since the load capacitance of an SRAM-based
bit-cell is much higher than that of an MTJ-based bit-cell, as
the latter is much smaller, the access latencies of SRAM are
stronger correlated to the number of bit-cells than those of
SOT-MRAM or STT-MRAM. For MRAM memories, in the
evaluated size range, the major contributor is the latency of the
periphery circuitry and the routing delay. Thus, the access la-
tencies of SOT-MRAM and STT-MRAM do not increase as
much as those of SRAM with increasing memory size. As a
result, although SRAM is the fastest memory technology for
very small memory sizes, it is slower than SOT-MRAM for
both read and write operations for larger memory sizes. While
STT-MRAM is comparable to SOT-MRAM in terms of read
latency, it suffers from its very long write latency. This under-
lines how effective the separation of read and write paths and
hence their independent optimization in SOT-MRAM is. As
a result, the asynchronous access behavior (almost) disappears
for SOT-MRAM.

Per-Access Energy: The per-access energy shows a simi-
lar behavior as the access latencies as shown in Figure 5(a).
Thereby, the reasons are the same as explained in the previous
paragraph. As a result, SRAM is again the best choice for very
small memories, but for larger memories (here: starting with
256 KByte) SOT-MRAM starts to become the better solution.
In contrast, STT-MRAM has a very high write-access energy,
due to the high write current required [3].

Leakage Power: In terms of leakage power SOT-MRAM is
superior compared to STT-MRAM and SRAM. The reason for
the high leakage power of SRAM is its CMOS nature. For
STT-MRAM it is the larger access transistor compared to SOT-

MRAM which is the reason why its leakage power is worse
than that of SOT-MRAM.

Summary: In summary, based on our observations, SOT-
MRAM is a very good replacement for SRAM in cache mem-
ories. However, its suitability for an L1-cache compared to
SRAM strongly depends on the size of this cache and the clock
frequency. For slower clock frequencies or larger cache sizes
SOT-MRAM could be a viable choice even for L1 cache. How-
ever, the real cache performance depends not only on these
parameters but also the application and its characteristics, e.g.
read to write ratio or hit rate. Therefore, in the following sec-
tion, we present a detailed study of SOT-MRAM as a candidate
in various levels of the cache hierarchy in a real system.

IV. EVALUATION OF SOT-MRAM AS CACHE MEMORY

Based on the comparison of various memory technologies
presented in Section III.B, SOT-MRAM is a promising candi-
date to (partially) replace SRAM as the memory technology for
caches in microprocessors. Therefore, we analyze the advan-
tages and disadvantages of SOT-MRAM as L1- and L2-cache
memory technology in terms of performance, energy consump-
tion as well as area. For this reason, various “hybrid” cache
configurations are evaluated in which different memory tech-
nologies (SRAM, STT-MRAM, and SOT-MRAM) are used for
different levels of cache hierarchy.

A. Hybrid-Memory Evaluation Platform

Our evaluation uses gem5 [2], a full-system, cycle-accurate
performance simulator that supports various memory configu-
rations and allows to configure all relevant cache parameters
such as capacity, associativity, latency, block size and policy.
However, to model the asymmetric behavior of STT- and SOT-

Processor Single-core @ 3 GHz, out-of-order, 4-issue
L1-Cache 32 KByte, 2-way set associative, 64 B line size, 1 bank, MESI cache (SRAM: 0.7 ns, SOT: 1.0 ns/1.1 ns, STT: 1.0 ns/10.9 ns)
L2-Cache 512 KByte, 16-way set associative, 64 B line size, 1 bank, MESI cache (SRAM: 2.1 ns, SOT: 1.1 ns/1.4 ns, STT: 1.1 ns/11.2 ns)

Execution Units 2x ALU, 2x CALU, 2x FPU
MiBench applications BasicMath, BitCount, QSort, Dijkstra, Patricia, StringSearch, SHA, CRC, FFT

TABLE III
CONFIGURATION DETAILS FOR THE EXPERIMENTS
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MRAM we had to extend gem5 to support different read and
write latencies for each cache.

The baseline configuration for our study is summarized in
Table III. It is based on a single-core processor with a clock
frequency of 3 GHz and an out-of-order pipeline based on
the Alpha 21264 processor. Furthermore, the processor has
an L1-cache with a capacity of 32 KByte and its L2-cache is
512 KByte large. For each memory technology we extracted
the read and write access latencies for the L1- and L2-cache ac-
cording to the methodology presented in Section III.B. Please
note that due to the chosen clock frequency of 3 GHz the laten-
cies correspond to 3 cycles and 7 cycles for SRAM, 3 (4) and 4
(5) cycles for SOT-MRAM for read (write) accesses, and 3 (33)
and 4 (34) cycles for STT-MRAM for read (write accesses), for
L1 and L2 caches respectively. This indicates already that the
final performance does not only depend on the memory tech-
nology for each cache level, but also the clock frequency for
each cache.

To evaluate the benefits and shortcomings of SOT-MRAM
as cache memory, we use nine workloads out of the MiBench
benchmark suite [9] as detailed in Table III. All workloads are
simulated completely, including the initialization phase, to be
as close as possible to the real world. Afterwards, the perfor-
mance and cache statistics obtained from gem5 are used to esti-
mate the dynamic (read & write) and static energy (leakage) for
each memory configuration. Therefore, for each memory tech-
nology the per access energy and leakage power are taken into

consideration. By considering also the number of read (write)
accesses and the runtime, the total energy consumption for ev-
ery application can be estimated as shown in Figure 6.

B. Main Results

The main results of our analysis are summarized in Figure 7.
For this figure and all further discussions a configuration such
as SRAM+SOT means that SRAM is used for the L1-cache,
while SOT-MRAM is used for the L2-cache.

To explain these, we first focus on the area, afterwards on
the performance and then discuss the energy consumption.

Area: As expected the usage of SOT-MRAM or STT-MRAM
significantly reduces the cache area, which is due to the fact
that both technologies have much smaller bit-cells than SRAM.
In this regard, the major savings can be achieved, if SOT-
MRAM or STT-MRAM are used for the L2-cache, since it
occupies much more area due to the higher capacity. If SOT-
MRAM instead of SRAM is employed for the L2-cache, area
can be reduced by more than 40 %. As the L1-cache in our
study is quite small, the phenomenon discussed in Section B.3
occurs, i.e. for this cache size SRAM is smaller than SOT-
MRAM. Hence, if the L1-cache uses SOT-MRAM as memory
technology, the size increases by 5 %.

Performance: The results also show that SOT-MRAM can
replace SRAM in terms of performance, while STT-MRAM
suffers from its long write latency as expected based on the
analysis presented in Section III.B.3. However, the benefits
strongly depend on the cache-level. For the L1-cache, SRAM
offers in average 1 % more performance than SOT-MRAM,
while for the L2-cache SOT-MRAM is slightly faster, which
results in a slight performance increase (i.e. runtime reduction)
of 1 % in average. Since the write access latency of the L2-
cache is not so important, even STT-MRAM can be used for
this cache-level [4]. However, for the L1-cache it is not feasi-
ble (i.e. runtime increase of 30 % in average).

Energy: To analyze the energy consumption, let us first focus
on the L2-cache. As Figure 7 shows, SRAM is not competitive
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Runtime [ms] Energy [mJ]
SRAM+SRAM SRAM+STT SRAM+SOT SOT+SOT SRAM+SRAM SRAM+STT SRAM+SOT SOT+SOT

BasicMath 61.4 59.8 59.8 60.5 66.4 31.6 23.6 22.8
BitCount 130.1 130.1 130.1 130.1 133.8 63.0 45.6 40.4

CRC 998.8 998.8 998.8 1025.5 1075 531.5 398.1 395.7
Dijkstra 62.7 62.4 62.4 62.6 75.5 41.2 32.9 36.8

FFT 176.1 175.4 175.3 176.1 191.9 95.5 72 71.6
Patricia 49.1 46.7 46.7 47.6 54.6 25.8 19.5 19.4
QSort 35.2 34.9 34.9 34.9 36.7 17.6 12.7 11.6
SHA 23.3 23.3 23.3 23.3 26.1 13.4 10.3 10.7

StringSearch 1.5 1.5 1.5 1.5 1.7 0.9 0.7 0.7
Average 170.9 (100 %) 170.0 (99 %) 170.0 (99 %) 173.3 (101 %) 184.6 (100 %) 91.2 (49 %) 68.4 (37 %) 67.7 (36 %)

TABLE IV
PER BENCHMARK ANALYSIS OF DIFFERENT “HYBRID” CACHE CONFIGURATION (BOLD NUMBERS REPRESENT THE BEST VALUE)

with STT-MRAM or SOT-MRAM for this cache-level. This
is due to the high leakage power of SRAM and the memory
capacity of 512 KByte. If instead MRAM is used, the energy
consumption can be reduced by more than 50 %, in average.
Furthermore, as explained in Section B.3 the leakage power of
SOT-MRAM is also smaller than that of STT-MRAM, due to
smaller access transistors. As a result, SOT-MRAM offers the
least power hungry solution for the L2-cache.

In contrast, for the small L1-cache (just 32 KByte), SRAM
requires less energy than STT-MRAM. This is due to two facts.
First, the per-access energy of STT-MRAM is much higher
than that of SRAM, especially due to the high write current
required by STT-MRAM. Second, leakage power is less im-
portant for this small memory. Both aspects together lead to
a 40 % increase energy consumption compared to SRAM in
average (if SOT-MRAM is used for the L2-cache). Since SOT-
MRAM has a much lower per-access energy consumption than
STT-MRAM, it eliminates a major shortcoming and thus al-
lows to even reduce the energy consumption of the L1-cache
compared to SRAM.

Summary: In summary, SOT-MRAM is a viable candidate
to replace SRAM as memory technology for some levels of the
cache hierarchy. It does not only offer a higher density and
lower energy consumption but has also a similar performance.
However, for smaller cache sizes such benefits reduces accord-
ingly. As a consequence, the per-access energy gains impor-
tance and in turn SOT-MRAM looses advantages. Based on
our observations, SOT-MRAM is a viable SRAM replacement
for the L2-cache and in some cases even for the L1-cache, if
it is large enough (in our setup, at least 64 KBytes). In other
words, when the L1-cache size is small enough, SRAM is still
a better choice. Moreover, for register files, due to their small
sizes, SOT-MRAM is not a suitable choice.

C. In-Depth Evaluation

In Table IV the results per benchmark for the hybrid cache-
configurations SRAM+SRAM, SRAM+STT, SRAM+SOT and
SOT+SOT are shown. As it can be seen, SOT+SOT is in aver-
age the solution with the lowest energy consumption and hence
is the best choice for low power systems. However, for some
applications the combination of SRAM for the L1-cache and
SOT-MRAM for the L2-cache offers a slightly better energy
efficiency (e.g. Dijkstra or SHA). This is due to the fact that
the combination of SRAM and SOT-MRAM is often faster and

hence has the advantage of a lower runtime. In addition, the
per-access energy for SRAM as L1-cache is lower than that of
SOT-MRAM as memory technology for the L1-cache.

Furthermore, it can be seen that often SRAM+STT and
SRAM+SOT deliver the same performance. This is the case
for applications that have a low write access rate to the L2-
cache (e.g. StringSearch or BasicMath). If the ratio of write
access to the L2-cache is higher (e.g. FFT) SRAM+SOT is
a better solution in terms of performance as STT-MRAM has
much higher write access times. In terms of energy consump-
tion SRAM+SOT is always much better than SRAM+STT.

The combination of SRAM+SRAM is neither the fastest nor
the most energy saving solution for any benchmark. Hence,
this configuration is, at least for our setup, not a viable choice.
Instead a hybrid solution or SOT-MRAM-only is favorable.
However, considering all aspects, i.e. performance, energy
consumption and area, the hybrid solutions offers the best
trade-off for our processor configuration.

V. CONCLUSIONS

For shrinking technologies, non-volatile memories are
promising storage technologies due to their low static power. In
this paper, we evaluated a novel nano-magnetic memory tech-
nology called Spin Orbit Torque (SOT-MRAM). It is related
to Spin Transfer Torque MRAM (STT-MRAM), but has inde-
pendent read and write paths. As a result SOT-MRAM can
achieve access latencies similar to SRAM which makes SOT-
MRAM a viable candidate for on-chip memory, not only for
the last-level cache, but also for lower levels of cache to re-
place SRAM. Depending on the cache size, SOT-MRAM can
even replace SRAM as memory technology for the L1-cache.
In fact, our detailed architecture-level analysis shows that an
SOT-only solution is the best choice for low power systems.
We also found out that for very small memory blocks, such
as register files or small L1-caches, SRAM is still superior to
SOT-MRAM in terms of area and performance. Therefore, the
best combination of performance, energy efficiency and area
cost is offered by a “hybrid” solution composed of SRAM for
the small L1-cache (32 KByte) and SOT-MRAM for the larger
L2-cache (512 KByte). Compared to an SRAM-only configu-
ration this allows to reduce the energy consumption by 63 %,
the area by 43 % and in addition the performance will increase
by 1 %.
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